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Supporting the Research Computing
Needs of Researchers

« Determine the resources needed to solve the problem

* |f we don’t have the resource, recommend someone that does

NSF HPC
/ Centers DOE HPC
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M External
. software

T Commercial
development
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Supporting the Research Computing
Needs of Researchers

« Determine the resources needed to solve the problem

* |f we don’t have the resource, recommend someone that does

* |f we don’t have a recommended solution, the researchers WILL
find a way. It may include:

* Unmanaged local & remote hardware

 Inappropriate use of available resources
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|dentified Needs

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster

* Researcher-controlled persistent services and
long-running jobs

* Network isolation, clinical pipelines
* MSI DevOps-maintained applications
* Public gateways for global collaboration
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Timeline

* OpenStack Experimentation 2011
* Internal OpenStack 2013
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Local Cloud Computing

Goals

« Offer a lower cost than commercial cloud
 Reduce data movement

 More control over data

 Recover cost

Not Goals
» Scaling to 1000s of VMs
» Expanding free services
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Why OpenStack?

Price
* Free and OpenSource
* Resellers can support enterprise deployments
Maturity
* NASA and Rackspace started the OpenStack project in 2010
Worldwide Popularity
* NASA, CERN, Bionimbus PDC (NIH), JetStream (NSF)
» BestBuy, Target, WalMart, Dreamhost, many more
Versatility
» OpenStack can run VMs on top most commodity and enterprise hardware
* Reuse infrastructure building blocks like existing HPC nodes
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Timeline

* OpenStack Experimentation 2011
* Internal OpenStack 2013

* |aaS for researchers 2017
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Stratus Stratus-Dev

« 7x Control nodes

« 20x Compute Nodes  2x Control nodes
« 5TB RAM « 2x Compute Nodes
« 560 Cores  44GB RAM
« Over-subscription rates: 4x CPU; 1.4x » 16 Cores
RAM « 91 TB FrankenCeph Block
« 200 TB Ceph Block Device Storage Device Storage

« Booted VMs, Ephemeral and 1 GbE Networking

Persistent Data Volumes, Raw Images
« 512 TB Ceph Object Storage
« 83 Interface
2x 40 GbE Network Switches
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Local Cloud Deployment

e OpenStack - Newton —
Rack
e Ceph Storage Compute
Rack —d  HP 4200 |ft—
RN - 32-
. MSI Core 2 40 GbEpgr\:mch "\_ |—’ HP 4200 i ———
el e ‘ 32- N
40 GbEpgrv:/itch _ﬂj" L1  HP 4200
HP 4200
10 Compute
Nodes HP 4200
—— 40 GigE Optics
— 40 GigE Cable HP 4200
— 10 GigE Cable
10 Compute HP 4200
Nodes
HP 4200
e ———

Resea I’Ch Com pUtI ng © 2023 Regents of the University of Minnesota. All rights reserved. UNIVERSITY OF MINNESOTA



Stratus Features

e Ceph Block Storage
e Ceph S3 Object Storage
e Horizon web interface to manage VMs

e API| access
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Stratus Features

e Two-factor authentication with University credentials

e MSI-blessed images for common use cases

e Freedom to run user-maintained images

e Subscription model for cost recovery ($165 / month for

base subscription)
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What Worked?

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster L.J

as G5GaP Data
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What Worked?

* Bespoke data compliance and other needs that |
were not met in the existing HPC cluster 'd

» Researcher-controlled persistent services and L..J
long-running jobs 4

Research Com puting © 2023 Regents of the University of Minnesota. All rights reserved. UNIVERSITY OF MINNESOTA



Experimental and Persistent

User-Controlled Services

® ' ® | [ volumes - OpenStack Dashbc X / [ Galaxy | Galaxy Docker Buld X Evan

€  C ANotSecure

#p6://10.31.72.230

Tools E3 History cem

Hello, your Galaxy Docker

Get Data
container is runnin ARG B R
Collection Operations To customize this page you can create ] (emoty) re®
Text Manipulation
Fi sort a welcome.html page in your directory LiwakncodeRikenCageG @ » x
m12878CellPapRawData
Join, Subtract and Group
enion 38§ DURUSA 13N8 13048 3 365.5 0.0 0:0).01 9luge Cien Pesmats mounted to /export. Beplfastas
. " 3 ‘ . . . Extract Features = "
B $Anm sy - oy & e L Configuring Galaxy » | Installing Tools »
1197 centes WL IDTE DM SMR D R LNt Eeich Sequences
" 30 T s e 0.0 aystomd Esih Allonmenis Guided Tour
[ Statistics
’ . o Granh/Display Data
 Reference create a
defuse reference from Ensembl and
UGS sowiad Galaxy is an open platform for supporting data intensive research. Galaxy is developed
by The Galaxy Team with the support of many contributors. The Galaxy Docker project
s Identify fusion transcripts
Defaas acatiy fusion trnsocre is supported by the University of Freiburg, part of de.NBI.
Defuse Trinity verify fusions with
The Galaxy Profect s supported i part by NHGRI, NSF, The Huck institutes of the Life Sciences, The
Defuse Results to VCE generate a Institute for Cyberscience at Penn State, and jonns Hopkins University.
VCF from a DeFuse Results file
Defuse BamFastg converts a bam file
to fastq files.
Workflows
- Allworkflows
™ PR [P - s
< >

Resea I’Ch Com pUtIng © 2023 Regents of the University of Minnesota. All rights reserved. UNIVERSITY OF MINNESOTA



What Worked?

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster L..J

* Researcher-controlled persistent services and L..J
long-running jobs vV

 MSI DevOps-Controlled Applications
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MSI| DevOps-Controlled Applications
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Case Study
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could focus on your data!
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What Worked in 20177

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster L..J

* Researcher-controlled persistent services and L..J
long-running jobs vV

« MSI DevOps-controlled applications

Research Com puting © 2023 Regents of the University of Minnesota. All rights reserved. UNIVERSITY OF MINNESOTA



What is Still Working in 20237

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster L..J

* Researcher-controlled persistent services and L..J
long-running jobs vV

« MSI DevOps-controlled applications
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What is Still working in 20237

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster

* Researcher-controlled persistent services and L..J
long-running jobs vV

« MSI DevOps-controlled applications
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What is Still working in 20237

* Bespoke data compliance and other needs that
were not met in the existing HPC cluster

* Researcher-controlled persistent services and
long-running jobs

« MSI DevOps-controlled applications L_.J
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Future Use Cases

« MSI DevOps-controlled applications

« Rapidly growing number of applications in
neuroscience, GIS, and agroinformatics

 APIs with calculations that run on GPUs
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Future Plans

* Deploy similar-size cluster

« Add GPUs
* Focus on collaborative DevOps projects as the primary use

case
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Lessons Learned

« Like most of Research Computing, laaS is a moving target

* Cyberinfrastructure needs require constant reevaluation
and communication with researchers.

« Effective use of laaS generally requires DevOps skills
beyond what individual research groups typically maintain.

Research Com puting © 2023 Regents of the University of Minnesota. All rights reserved. UNIVERSITY OF MINNESOTA



