






























US Academic 
Research Fleet

14 institutions, 17 vessels, 2 funding 
agencies. 

● No central IT
● New security program
● Lots of infrastructure variety
● Limited tech staff availability



There’s something 
weird about a 

distributed 
organization

14 institutions, 17 vessels, 2 funding 
agencies. Lots of variety.

● Tech staff capacity
● Little standardization
● Lots of networks
● Tiny internet pipes



Tech Staff 

Not all vessels have shore-side IT 
supporting them.

Marine Techs sailing in the fleet are very 
busy people.

IT isn’t their primary role.

Bunk space is limited.



Shipboard 
deployments 

must be

1. Light-touch for techs
2. Reliable with unreliable internet 

connectivity
3. Durable, replaceable, or both



Light-touch
Once deployed OmniSOC VCS team 
performs all OS and software 
maintenance.

● AutoSSH maintains an SSH 
tunnel to OmniSOC 
Maintenance Server

● VCS Team then can SSH into 
Honeypot

● Hardened SSH servers on both 
ends.

● Authentication is all done 
locally.



Light-touch
Honeypot data is sent to OmniSOC’s 
STINGARv2 Server using Fluentd 
protocol.

● Data is secure in transit.
● Honeypot data is cached on the 

honeypot if not able to report to 
STINGARv2 server.

● OmniSOC monitors honeypot 
data.

● Alerts if action is required.



Reliable
Designed to be reliable:

● AutoSSH maintains an SSH 
tunnel to OmniSOC 
Maintenance Server

● Flunentd will automatically 
reconnect to STINGARv2 
server if the connection is lost.

● Honeypot data is stored on the 
honeypot until transmitted to 
STINGARv2 server.




